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Simpler TAG semantics through
synchronization

ReBECccA NESSON AND STUART SHIEBER

Abstract

In recent years Laura Kallmeyer, Maribel Romero, and thellaborators have led
research on TAG semantics through a series of papers refirsygtem of TAG seman-
tics computation. Kallmeyer and Romero bring together #ssdns of these attempts
with a set of desirable properties that such a system shavle. lirirst, computation of
the semantics of a sentence should rely only on the reldtipsexpressed in the TAG
derivation tree. Second, the generated semantics showlgazily represent all valid in-
terpretations of the input sentence, in particular wittpees to quantifier scope. Third,
the formalism should not, if possible, increase the exjpriggof the TAG formalism.
We revive the proposal of using synchronous TAG (STAG) toutiameously generate
syntactic and semantic representations for an input seatéyithough STAG meets the
three requirements above, no serious attempt had preyikesin made to determine
whether it can model the semantic constructions that haweegrdificult for other ap-
proaches. In this paper we begin exploration of this quesiioproposing STAG analy-
ses of many of the hard cases that have spurred the resedhit amea. We reframe the
TAG semantics problem in the context of the STAG formalisr Erthe process present
a simple, intuitive base for further exploration of TAG serties. We provide analyses
that demonstrate how STAG can handle quantifier scope,dstgnce WH-movement,
interaction of raising verbs and adverbs, attitude verliscarantifiers, relative clauses,
and quantifiers within prepositional phrases.

Keywords SYNCHRONOUS TREE-ADJOINING GRAMMAR, STAG SEMANTICS

10.1 Introduction

In recent years Laura Kallmeyer, Maribel Romero, and theitaborators
have led research on TAG semantics through a series of pegfergg a
system of TAG semantics computation using evolving tealmesgncluding
enriched derivation tree structure (Kallmeyer, 2002dl&)jble composition
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of feature-based TAG with a semantic representation assutiwith each
elementary tree (Kallmeyer and Joshi, 2003, Joshi et a032Rallmeyer,

2003), semantic features in a more expressive extensi@anfre-based TAG
(Gardent and Kallmeyer, 2003), and, most recently, sem&sdiures on the
derivation tree itself (Kallmeyer and Romero, 2004, Rometr@al., 2004).

Kallmeyer and Romero (2004) bring together the lessons edefattempts
with a set of desirable properties that such a system shawiel. lirirst, com-
putation of the semantics of a sentence should rely only emélationships
expressed in the TAG derivation tree. Because TAG elemgrtitaes rep-
resent minimal semantic units, the only information neassfor semantic
computation should be the information encoded in the deoindree: which

elementary trees have combined and the address at whicbrthgring op-

eration took place. Second, the generated semantics sbomldactly repre-
sent all valid interpretations of the input sentence, irtipalar with respect
to quantifier scope. Third, the formalism should not, if ploles increase the
expressivity of the TAG formalism.

We revive the proposal of using synchronous TAG (STAG) toutiame-
ously generate syntactic and semantic representatiorefaorput sentence
(Shieber and Schabes, 1990). Although STAG meets the tbrperements
above, no serious attempt had previously been made to datemmether
it can model the semantic constructions that have provéctuli for other
approaches. In this paper we begin exploration of this gquebly proposing
STAG analyses of many of the hard cases that have spurregédkarch in
this area. We reframe the TAG semantics problem in the cooféke STAG
formalism and in the process present a simple, intuitivee fasfurther ex-
ploration of TAG semantics.

After reviewing STAG in Section 10.2, we provide analyses$Sactions
10.3.1 through 10.3.4 for sentences that exemplify seveaed cases for
TAG semantics that have been raised by Kallmeyer and otheecent pa-
pers: quantifier scope (as exemplified by sentences (17)2)ddresented
below along with the desired semantic interpretations)gidistance WH-
movement (18), interaction of raising verbs and adverhgudé verbs and
quantifiers (19,20,21), relative clauses (22), and quandifivithin preposi-
tional phrases (23) (Kallmeyer and Romero, 2004, Romerb,&t@04, Joshi
et al., 2003, Kallmeyer, 2003, Kallmeyer and Joshi, 2003).

(17) Everyone likes someone.
every(x, persor{x), soméz, persor{z), like(x, 2)))
soméz, persor{z), everyx, persorfx), like(x, 2)))
(18) Who does Bill think Paul said John likes?
wha(y, think(bill, saypaul, like(john, y))))

1We notate curried two-place relatio®$x)(y) asP(y, x) for readability.
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(19) Bill thinks John apparently likes Mary.
think(bill, ap parentlylike(john, mary)))

(20) John sometimes likes everyone.
every(x, persor{x), sometime@ike(john, x)))
sometime(@very(x, persorgx), like(john, x)))

(21) Bill thinks everyone likes someone.
think(bill, every(x, persor{x), soméz, persor{z), likeqx, 2))))
think(bill, soméz, persor{z), everyx, persor{x), likeqx, 2))))

(22) A problem whose solution isftiicult stumped Bill.
a(x, and( problen(x),
the(y, and(solution(y), posgx, y)), isDifficult(y))),
stumpedill, x))

(23) Two politicians spy on someone from every city.
two(x, politician(x),
every(z, city(2),
somégy, persorfy) A from(z y),
spyOr{x,y))))
everyz, city(2),
somdy, persorty) A from(zy),
two(x, politcian(x), spyOr{x, y))))
two(x, politician(x),
somdy, every(z city(2), persorfy) A from(zy))
spyOr{x,y)))
soméy, every(z city(2), persory) A from(z y))
two(x, politician(x), spyOr{x, y)))

10.2 Introduction to Synchronous TAG

A tree-adjoining grammar (TAG) consists of a set of elemstitae struc-
tures and two operations, substitution and adjunctiord tseombine these
structures. The elementary trees can be of arbitrary dEpith internal node
is labeled with a nonterminal symbol. Frontier nodes mayabeled with ei-
ther terminal symbols or nonterminal symbols and one of theriics | or
x. Use of the diacritic, on a frontier node indicates that it issabstitution
node Thesubstitutioroperation occurs when an elementary tree rooted in the
nonterminal symboA is substituted for a substitution node labeled with the
nonterminal symbol. Auxiliary trees are elementary trees in which the root
and a frontier node, called tHeot nodeand distinguished by the diacritic
%, are labeled with the same nonterminal. Hujunctionoperation involves
splicing an auxiliary tree with root and designated foot etabeled with a
nonterminalA at a node in an elementary tree also labeled with nonterminal
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FIGURE1 Example TAG substitution and adjuction operations.

(a) <NP e > VP ¢ Sm /t\
John john ATM VP, (t,t) t. NP5 Vs (?Q e|E
N‘p @‘ apparently apparently “/ NPy likes €@
Mary mary, likes

(b) /S\ /t\ ) likes
NP VP (t, 7 1 !

/\ john | mary
Adv VP apparently (e,t) e =)
) apparently
“/ NP likes (Ii john
John apparently likes Mary mary

FIGURE 2 An English syntajsemantics STAG fragment (a), derived tree pair (b), and
derivation tree (c) for the sentence “John apparently IMesy.”

A. Examples of the substitution and adjunction operatiorsaonple elemen-
tary trees are shown in Figure 1.

Synchronous TAG (STAG) extends TAG by taking the elemensanyc-
tures to be pairs of TAG trees with links between particulades in those
trees. An STAG is a set of triple&, , tr, ~) wheret_ andtg are elementary
TAG trees and~ is a linking relation between nodes tin and nodes irtg
(Shieber, 1994, Shieber and Schabes, 1990). Derivatiaepds as in TAG
except that all operations must be paired. That is, a treeonhnbe substi-
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tuted or adjoined at a node if its pair is simultaneously stiied or adjoined
at a linked node. We notate the links by using boxed indicearking linked
nodes.

Figure 2 contains a sample English syrit@mmantics grammar fragment
that can be used to parse the sentence “John apparentlyMi&eg. The
node labels we use in the semantics correspond to the semygres of the
phrases they dominafeVvariables such ag in the semantic tree in Figure 3
are taken to be bound in the obvious way, so that in multipés ug the tree
they can be presumed to be renamed apart.

Figure 2(c) shows the derivation tree for the sentence. tButisns are
notated with a solid line and adjunctions are notated withshdd line. Note
that each link in the derivation tree specifies a link numhehe elementary
tree pair. The links provide the location of the operationghie syntax tree
and in the semantics tree. These operations must occukatlimdes in the
target elementary tree pair. In this case, the noun phiasdezandMary sub-
stitute intolikes at links@ and respectively. The wordpparentlyadjoins
at link @. The resulting semantic representation can be reéhathe derived
tree by treating the leftmost child of a node as a functor &diblings as its
arguments. Our sample sentence thus results in the semepitesentation
apparentlylikeq john, mary)).

10.3 STAG Analyses of the Phenomena
10.3.1 Quantifier Scope and Wh-Words

For sentence (17), we would like to generate a scope-nesgmahntic rep-
resentation that allows both the reading wheoenetakes scope ovesvery
and the reading whereverytakes scope ovesome We propose a solution
in which a derivation tree with multiple adjunction nondetéistically de-
termines multiple derived trees each manifesting exgimitpe (Schabes and
Shieber, 1993); the derivation tréeelf is therefore the scope neutral repre-
sentation.

The multi-component quantifier approach followed by Joslaile(2003)
suggests a natural implementation of quantifiers in SPAGthis approach
the syntactic tree for quantifiers has two parts, one thaesponds to the
scope of the quantifier and attaches at the point where thetifjeatakes
scope, and the other that contains the quantifier itself snebstriction and
attaches where syntactically expected at a noun phragesihwiork, a single-

2This representation is for the sake of readability. Thelklbeuld be replaced using any
well-chosen finite set of nonterminal symbols.

3The multi-component approach to quantifiers in STAG was §ingjgested by Shieber and
Schabes (1990) under the rewriting definition of STAG dé¢iovawhere the order of rewrit-
ing produced the scope ambiguity. Williford (1993) expbbtée use of multiple adjunction to
achieve scope ambiguity.
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FIGURE 3 The elementary tree pairs (a), derivation tree (b), andrddrsyntactic and
semantic trees (c) for the sentence “Everyone likes soniebia¢e that the
derivation tree is a scope neutral representation: depgradi whetheeveryor some

adjoins higher, dferent semantic derived trees and scope orderings are ethtain

node auxiliary tree is used for the scope part of the syntaxder to get the
desired relationship between the quantifier and the queatékpression in
features threaded through the derivation tree and henbte isemantics. Us-
ing STAG, we do not need the single-node auxiliary tree irsgh@ax because
we can pair the usual syntactic representation for quaafifiés with a multi-
component semantic representation that expresses theidaan@-igure 3).
In order to use these quantifiers, we change the links in graahtary trees
for verbs to allow a single link to indicate two positions imetsemantics
where a tree pair can adjoin, as shown in Figufe 3.

Given this representation of quantifiers we get the dedvatiee shown
in Figure 3 for sentence (17)Note that the resulting derivation tree neces-

4We have chosen here to add the three-way links in additiohe@xisting links in the tree
for unquantified noun phrases such as proper nouns (thouglupgress the two-way NP links
in the figures for readability). Another possibility woulé kb remove the two-way links. In this
case, all noun phrases would be “lifted” a la Montague. Thatven unquantified noun phrases
would have a scope part, which could be a single-node anxifiae.

SWe notate multi-component insertions that involve both bssitution and an adjunction
with a combination dashed and dotted line.
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FIGURE4 Selection of elementary trees and full derivation treeliergentence “Who
does Bill think Paul said John likes?”.

sarily incorporatesnultiple adjunction(Schabes and Shieber, 1993), that is,
multiple auxiliary trees are adjoined at the same node inuadliary tree. In
particular, the scope parts of botlveryand someattach at the root of the
semantic tree olikes Such cases of multiple adjunction induce ambiguity;
the derivation tree represents multiple derived treeshéncise at hand, the
derivation is ambiguous as to which quantifier scopes hitiear the other.
This ambiguity in the derivation tree thus models the setadfdvscopings
for the sentence. In essence, this method uses multiplectdn to model
scope-neutrality.

This same method can be used to obtain the correct scop@mnsldior
sentences with long-distance WH-movement such as sentg8rasing the
multi-component elementary tree pair fshoand the elementary tree pairs
for thinks(the tree pair fosaysis similar) andikesin the WH context given
in Figure 4. Kallmeyer and Romero (2004) highlight this caselificult be-
cause in the usual syntactic analysis there is no link in #wvaltion tree
betweenwho andthinksor betweerthinksandlikes but in the desired se-
manticswhotakes scope over ttibinksproposition and théke s proposition
is an argument tthinks

In our analysis, by contrast, the semantics follows quitanadly from the
standard syntactic analysis of the structure oflikess elementary tree in the
WH context and the elementary tree pair tbmksgiven in Figure 4. The
derivation of this sentence is also given in Figure 4. No#&t iths required by
the structure of the trees thahotake scope ovehinks
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(a) likes (b) likes (©) likes
=S ~ @ @~
T B BN : bl el S
thinks john apparently mary john sometimes every thinks every soine
‘\II
bill person  bill  person person

FIGURE5 Derivation trees for (a) “Bill thinks John apparently likekry”, (b) “John
sometimes likes everyone”, and (c) “Bill thinks everyorief someone.”

10.3.2 The Interaction Between Attitude Verbs, Raising Vebs,
Adverbs and Quantifiers

The interaction between attitude verbs and raising verbadeerbs as in
sentences (19), (20), and (21) has been problematic for T&@Gastics
(Kallmeyer and Romero, 2004). A successful analysis muekible enough
to produce the correct semantics for sentence (19) eveglttbere is no link
betweerthinksandap parentlyin the derivation tree. It must also be flexible
enough to allow all scope orderings between VP modifiers aiadhiifiers as
in sentence (20). In fact, given the elementary trees we &la@ady presented
and the ones for attitude verbs demonstrated by Figure 4ralysis already
allows for scope interactions among all these elementgddgdbecause the
semantic components of attitude verbs, VP modifiers, andtigas all ad-
join at the same node in the semantic tree of the verb, ouysisalllows all
scope orderings among them. This is clearly too permiskagguse it allows
quantifiers to scope out of the finite clause in which they app&d would
allow a reading of sentence (19) in whialp parentlyscopes ovethinks To
prevent quantifiers from scoping out of the finite clause incivithey appear,
as in sentences (19) and (21), we can add an additional ddjorsite to the
semantic trees for verbs above the current root node. Thakdg/n in Fig-
ure 6 in thelikes, tree pair. The link configuration ensures that attitude serb
(adjoining at linkm) will now scope higher than all VP modifiers (adjoining
atm) and quantifiers (adjoining at linkgsanda). VP modifiers and quantifiers
will still be able to take all scope orderings relative to leather. Using the
modified verb trees, STAG produces the correct semanticefttiences (19),
(20), and (21) with the derivations given in Figure 5.

10.3.3 Relative Clauses

Relative clauses provide another putativelffidult case for TAG seman-
tics because both the main verb and the relative clause reegsato the
variable introduced by the determiner as in sentence (22)rtt€yer, 2003).
We overcome this diiculty and compute the desired semantics by intro-
ducing higher-order functions into the semantic treesgiEmbda-calculus
notation. This modification allows us to maintain tree-ldggaThe syntac-



SiMPLER TAG SEMANTICS THROUGH SYNCHRONIZATION / 137

S
NPE VPm

ﬁ
L @E

/N

V. NP@m (et) ¢

B g

likes likesy €)@

FIGURE6 Modified tree forlikesthat enforces a restriction on quantifiers scoping
outside of the finite clause.
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FIGURE7 Key elementary trees and derivation for “A problem whosetonh is
difficult stumped Bill.”

tic analysis we use is similar to that of Kallmeyer (2003) fiattit main-
tains theCondition on Elementary Tree MinimalifFrank, 1992) and uses
the relative pronoun to introduce the relative clause. H@ngt treats the
relative pronoun as a noun modifier rather than a noun phraxiifier.
We also posit the existence of “lifted” versions of the eletaey trees for
verbs in which their argument positions have been absttamter. We use a
higher-order conjunctioandthat relates two propertieaPQxP(x) A Q(X),
and a higher-ordese function that relates two properties and makes use
of the higher-order conjunctiomPQxthe(y, and(P, 1z posgx, 2))(y), Q(Y)).
The elementary tree pairs and resulting derivation treeséortence (22)
are given in Figure 7. The derived tree is given in Figure 8.ewhe-
duced, the resulting semanticséag, Ax.(problen(x) A the(y, solution(y) A
posgx, Y),isDifficult(y))), stumpedcbill, 2)).



138/ ReBEccA NESSON AND STUART SHIEBER

t

|
t
N

PN /N

(e, t) Yy (e, 1)

%\/\

T
and (e, t) (e, t) stumped €& Y

T |

problem se (e, t) (e, t) bill
\

solution X Zz i
PN
eh
isDifficult

FIGURES8 Derived tree for “A problem whose solution isf@cult stumped Bill.”

10.3.4 Nested Quantifiers and Inverse Linking

Quantifiers in prepositional phrases such as in sentengep@ another
challenge for TAG semantics (Joshi et al., 2003). Althougtested quanti-
fier may take scope over the quantifier within which it is négs®-called “in-
verse linking”) not all permutations of scope orderingsted tjuantifiers are
available (Joshi et al., 2003). In particular, readings inalv a quantifier in-
tervenes between a nesting quantifier and its nested qeaatié not valid. In
our example sentence (23), this predicts that the readimige> two > every
andevery> two > someshould not be valid. Joshi et al. (2003) introduce a
special device allowing nesting and nested quantifiers tm fan indivisi-
ble quantifier set during the derivation, which prevent&otiuantifiers from
intervening between them. In our solution, because theedestantifier is
introduced through the prepositional phrase, which in tootifies the noun
phrase containing the nesting quantifier, the two quargifiready naturally
form a set that operates as a unit with respect to the res¢ afativatior® The
elementary tree pairs and derivation trees for our anabf§{23) are shown
in Figure 9.

One notable feature of this analysis is that the fotliedént scope read-
ings that result are not the product of a single derivatiee.tiThe alternate
scope orderings for the nested and nesting quantifier ex¢stiuse there are
two available adjunction sites for the scope of quantifiethe prepositional

6We make use of tree-set-local TAG in the semantics whera¢keset foreveryadjoins into
the tree set forfrom. Although tree-set-local TAG is more powerful than TAG stipiarticular
use is benign because it cannot be iterated. More congretelgould conventionally make the
grammar tree-local by including all combinations of praposs with quantifiers as elementary
trees in the grammar.
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FIGUREQ Key elementary trees and derivations for “Two politiciapg &n someone
from every city.”

phrase to attach. This results in two distinct derivatiees: The alternate
scope orderings for this quantifier set and the remainingntifier are ob-
tained by multiple adjunction at the root of the verb treee Het of valid
derivation trees for a sentence thus constitutes the sospteah representa-
tion. This set of trees may be compactly represented, ftamee as a shared
forest!

10.4 Comparison to the Kallmeyer and Romero Approach

As mentioned above, research on TAG semantics has been léduna

Kallmeyer, Maribel Romero, and their collaborators thriowagseries of pa-
pers refining a system of TAG semantics computation usinifeainifica-

tion and other formal devices (Kallmeyer and Romero, 20@m&ro et al.,

2004, Kallmeyer, 2003, Kallmeyer and Joshi, 2003, Joshl.e2@03, Gar-

dent and Kallmeyer, 2003). Although their approach haswedbver time,

the underlying principles of using the relationships espeal in the derivation
tree as the basis for the computation and generating uretsfigol semantic
representations have been constant. In its current fotran|ahey perform

semantic computation by attaching semantic feature stresdirectly to the
nodes in the derivation tree. When carefully chosen, theatufes unify to
produce an underspecified representation of the sema#csamtence that,
when further disambiguated, generates the set of validgregations. In one
or another of their recent papers they have provided suitdesslyses of
each of the hard cases that we have addressed here, thougho$daheir

analyses might have to be restated to bring them up to dalethétnewest
formulation of their method.

"This analysis, like that of Joshi et al. (2003), makes sépeeglictions about quantifier scope
that might be disputed. First, some argue that more thansfmpe orderings should be available
for sentences like sentence (23) (VanLehn, 1978, Hobbs hieth&, 1987). This analysis cannot
generate additional scope orderings without breakingseee®cality. Second, the scope readings
in which the nesting quantifier takes scope over the nestaqitiier result in the nested quantifier
having scope over the restriction of the nesting quantifienbt over its scope. Donkey sentence
constructions such as “Every man with two books loves theali"this prediction into question.



140/ ReBEccA NESSON AND STUART SHIEBER

Our work owes much to theirs both for the clear formulationihef prob-
lems and the progress in formulating analyses for some ohénéd cases.
The primary advantage of our approach is its conceptuallgityp The clear
separation of syntax and semantics, the directness ofrtkéniterface, and
the familiarity of the TAG operations used in our approactkeniavery sim-
ple. The semantic-feature-unification-based approachéasme cleaner and
easier to understand as Kallmeyer and others have refine@itloe years.
Nonetheless, it is safe to say that the amount of formal nm&eci#—including
propositional labels, separate individual and propaséi@ariables, semantic
representations consisting of a set of formulas and a seoplesconstraints,
features on the derived tree and the derivation tree, eaclarge feature
structure containing a nested feature structure for eadfead in the elemen-
tary syntax tree, each of these feature structures contgieatures to handle
binding of propositional and individual variables, feawmification, flexible
composition, and quantifier sets—necessary to solve thgerahproblems
that we have addressed here, is qualitatively more compidact, we use
no formal machinery that had not been introduced by 19946T&G litera-
ture.

An additional advantage of our approach is that it does nese the
expressivity of the TAG formalism. One might think that threelusion of
multiple adjunction would lead to an increase in expresgsi{Dras, 1999).
However, because links can only be used once in an STAG dierivanly
a finite number of multiple adjunctions may occur at a singlgiaction
site. This rules out problematic uses of multiple adjunctigallmeyer and
Romero maintain the semantic features on the derivatienratther than in
the feature structures already used in the feature-baséd {RTAG) of their
syntax in part because the set of semantic feature strgdturet finite, po-
tentially increasing the expressivity of the FTAG formaiigKallmeyer and
Romero, 2004). Although moving the features to the delvetiee avoids in-
creasing the expressivity of the formalism used for synthrmtaken alone,
the additional expressivity in the features of the semarntauld be used to
block operations in the syntax thereby filtering the synt@yptoduce non-
tree-adjoining languages. It remains to be seen whetheratiiitional ex-
pressivity will be required for TAG semantics.

Advantages and disadvantages of th@edent methods aside, in this still
nascent area of research it is desirable to have severa difierent ap-
proaches at our disposal as we explore the hard problemsreesby gen-
erating natural language semantics in the TAG framework.approach re-
vives an old idea with the aim of opening a new avenue for rekeiato
semantics in the TAG framework.
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10.5 Conclusion

We have presented the synchronous TAG formalism as a methadput-
ing semantics in the TAG framework, and have shown that ibkrsasimple,
natural analyses for all of the cases that have exercisedtattempts at for-
mulating formal semantics for TAG. It satisfies each of theidierata laid out
at the beginning of this paper. First, it does not requireaaditional informa-
tion other than that available in the derivation tree to gatesthe semantics.
Because the syntax and semantic representations are fpsiytnehronously,
the derivation tree set is a complete specification of theticeiship between
them. Nothing other than the set of elementary tree pairstanslynchronous
TAG operations are required to generate a semantic refetigen Second,
the derivation tree set provides a compact representaticallfvalid seman-
tic interpretations of the given sentence. Using multigptijeined quantifiers
we take advantage of the ambiguity in the interpretatiomefderivation tree
that is introduced by multiple adjunction. We take each iids®rdering of
multiply-adjoined trees to be valid. We leave open the pmlisi of using an
additional method to prefer certain scope orders and dspog eliminate
others. Third, the STAG system, as used, does not increagxphessivity of
the TAG formalism (Shieber, 1994). Finally, our analysia straightforward
expression of a simple idea: we use TAG for both syntax anchséos and
use the derivation tree and the links between trees in eliEmeinee pairs as
the interface between them.
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