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Sidewards without copying

Epwarp P. SIABLER

Abstract

A traditional movement step relates a single source positi@ single c-commanding
target position, and never moves an argument to anothemamguposition. But head
movement involves non-c-command relations, and contiatee two argument posi-
tions that are not always in a c-command relation. Specighar@sms could be invoked
for these things, but a filerent strategy slightly generalizes movement and enfaees
tain fundamental symmetries observed by all movementsocktbver-generation. This
paper defines a class of ‘sideward movement grammauisigs) with such symmetries,
with example applications to adjunct control and head m@m@nThese grammars allow
copying, but the question of whether to copy is completetlependent of the question
of whether to allow sideward movement. Furthermore, sihesé grammars distinguish
complement attachments from others, a simple CED-liketcain$ can block extractions
from specifiers and adjuncts except in the exceptional gistance of adjunct control.
smmG definable languages are alicre definable, and hence ar#ieiently recognizable.

Keywords PARSING, GRAMMAR, SYNTAX

12.1 Introduction

One of the most basic properties of human language is itslsjmgrursive,
layered character in which similar structure is iteratenstimes with spe-
cial variations at the top, matrix level and at the deepest$e

Does Alice know thatBob thinks that Carol says you like her?
3 2 1 0

Certain kinds of recursive symmetry in languages allow fheriping lem-
mas’ which have been valuable diagnostics of the avaitgluificertain kinds
of grammars. A regular grammar for a language is only possiliien the
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language has a simple symmetry of this kind; context freengrars have a
weaker requirement, and so on through the hierarchy of pteitiontext free
languages (Seki et al., 1991), etc.

Many descriptions of human languages involve rearrangamgstituents.
In grammars with movements, how is the structure of eacteffagffected?
This fundamental question is a topic of active study. Inyemansformational
grammars, a set of base structures is generated and thesfotraed into
surface structures, as in the following example (veé#indt unpronounced):

[I'[know [e[l [ e[saw [who]]]llIl — [I [know [who [I [t [saw []]]]]]-

The sequences of positions related by movement in thesesaiscare not
random. Among other things, landing sites of movement dalissupt layer
structure too much (‘structure preservation’, ‘shape eovetion’), and when
an element moves through several clauses, it never movesdrbigh po-
sition in a lower clause to a lower position in a higher cla(fethe ‘ban
on improper movement’ ‘chain uniformity’, ‘level embeddii. So in dfect,
the hierarchy of each layer of phrase structure is respeéctedquences of
movements too, another reflection of the basic invariantstimeed at the
outset.

Some recent grammars compose generation and transformségjos, so
transformations are, infiect, executed as soon as requisite structure is built,
reducing the need for revising completed structure:

1. [saw}-[who] =5 [saw [who]]
2. [saw [wholk[l] =5 [I [saw [whol]]
3. [ [saw [whol]] =5 [who [I [saw [whe]]]

4. [know}+[who [I [saw [whe]]] =5 [know [who [I [saw [whd]]]

5. [know [who [I [saw [whd]]] +[I] =3 [l [know [who [I [saw [whe]]]]]

But step 3 showsvho being copied and deleted, revising the structure built
by step 2. One response is to say that the syntax simply ctipéesarlier
structure (perhaps only adding a link, a pointer to the erdbdd/ho), and
then a post-syntax “spellout” process determines whiclesaje pronounce.
This pushes the changes to completed structure out of thaxsyoy invoking
a “spellout” process that is sensitive to much of the samestre that syn-
tactic operations are sensitive to. When two processes seém sensitive
to the same structure it is a natural hunch that they areyréadlsamepro-
cess. Adopting this perspective instead, we could thentsatytiie depiction
of the derivation 1-5 is slightly misleading: whemois introduced in step 1,
it satisfies a requirement of the verb but is not actually gdbio complement
position. Rather, it is held out to be placed at the left edgth® embedded

1Tree transducer composition, ‘deforestation’, is a comistep for reducing program com-
plexity (Kihnemann, 1999, Reuther, 2003, Maneth, 2004).
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clause. This strategy for (not postponing but) eliminatirignd of structural
revision is formalized invGs (Stabler and Keenan, 2003, Frey and Gartner,
2002, Michaelis, 2001, Harkema, 2001, Lecomte and Rel®@9), butvas
do not ban improper movements.

Now consider the co-indexed elements in sentences likethes

He tries [g to succeed]
He laughs [beforey eating]

These ‘obligatory control’ (OC) relations have enough immoaon with
movement to suggest a uniform treatment (Hornstein, 2006121999,
Polinsky and Potsdam, 2002, Bowers, 1973). If we generataditional
movement so that a subject can move to another subject g@ogtien out
of an adjunct as in the latter example, the rest of the phrasastruction
can remain completely standard. But such movements betwssnnected
structures must be restricted to avoid unwanted movemkkesthese for
example:

*John likest;

*The cook theylike tried [t to make them]
*John persuaded Marytto make them]
*John’s friends prefer{j to behave himself]

One critique of movement analyses of control wonders, iéwiys move-
ment is allowed, what rules out sideward movement from cempits gener-
ally (Landau, 2003, p.477). In the present account, thesthd restrictions
on sideward movement will be clear: sideward movement frommlements
is impossible.

Another kind of problem is posed by head movements like this:

[-an]+[ustedes [habl- [espafiol]}p [[habl-an] [ustedesfhablespariol]]]]

If we sayx c-commandg in a tree {f a sister ok dominatey, thenhabl-does
not c-command its original position. Adapting a proposaihirNunes (2001)
and Hornstein (2001), in analogy to phrasal movement, wecoarpute this
result without surgery by keeping the hdaabl-out of its projection so that is
available for attachment to the appropridi®aBut the indicated assembly of
the head andffix with the rest of the projection is more complicated than any
of the other (merge,move) rules, looking suspiciowslyhoc An alternative
is to, in dfect, allow the head to move before it projects its structiifés
yields essentially the same result, but by allowing the heaimply move to
another projection, allows the construction of the phraskthe selection of
that phrase to be completely standard. But obviously tleis seeds to bring
some analog of the traditional head movement constraint@QHm

*be -s he have-been making tortillas
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Conventional movements relate source constituents witets that c-
command them. Imcs, the samefeect is achieved by keeping the sources
separate from the target while they wait for their final lised positions. In
this setting, the needed generalization simply allows ndiaconnected’ el-
ements to bénsertedinto an expression. With this generalization of expres-
sions, we need only one feature-checking operatizarge We define ‘side-
ward movement grammarsiMmacs) in this way. To avoid overgeneralization,
we impose a specifier island constraint (SplC) and also iepageneralized
ban on improper movements. Since all phrases other than aftréxrolause
are either complements or specifiers, SplC allows extrgutedses to enter
a derivation only through complements, though as explai&taw this con-
straint is weaker than usual because a complement can ban¢muoved to
a specifier without freezing any of its moving elements.

Formal antecedents include tree adjoining grammar (JoghiSthabes,
1997) and especially the variants proposed for scrambRambow et al.,
2001, Rambow, 1994, Kallmeyer, 1999), certain elaboratiohpregroup
grammars (Stabler, 2004a, Casadio and Lambek, 2002, Buskk@001),
and the minimalist grammarsi¢s) already mentioned. The derivations in
these formalisms all extend and simplify complexes of gmgsiscontinu-
ous constituents. But none of them enforces the ban on inepropvements,
and none of them defines the same class of languagesavas. smvc lan-
guages are not alicr definable, but they are allicrg-definable (Seki et al.,
1991) and hence are polynomially parsable. We conjectateathemcre lan-
guages aremmc definable too.

12.2 Sideward movement grammars

LetX be afinite vocabulary, associated with phonetic and sempraperties.
The empty sequence ésHead movement will be triggered by a morpholog-
ical property that we indicate with hyphens: a precedingheyp-s indicates
that a lexical head is a fiix; a following hyphen s- indicates a prefix; and the
affix s can be empty.

A set of syntactic featurelis partitioned into 2 basic kinds: propertiés -
and requirementsF. PropertiesF are either persistent -f or ndt Require-
ments+F: some simply require agreemexdt others trigger overt movement
+f, and others trigger overt movement and also leave a ebpis in mas,
we use the type¥ = {::,:} to indicate lexical and derived expressions, re-
spectively. TheprojectionsP = ¥* x T x F*. Theexpression& = P x p(P).
Consider, e.g., the expression

(loves:-v{Mary:-focus, who:ease -wh).

To reduce clutter, we often omit some braces and parentheses
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loves:-v, Mary:focus, who:€ase -wh.

With this simpler notation, remember that the head of anesgion comes
first, and the order of remaining elements (if any) is irralev

A lexiconis a finite subset oE* x {::} x (+F* x -F*) x {0} with a des-
ignated ‘start’ category f. A lexical item hastegoryf iff its first property
is -f or -f. f comp-selecty iff there as a lexical item with category f whose
first requirement is-g or +g or +g. A cycleis a sequenceyf. .f, such that

fo is the start category;_f, comp-selects;f(all 0 < i < n), and no feature
appears twice. ¢ycle-selectg iff f precedes g in a cycle. A lexicon|soper
iff whenever -f precedes -g in any lexical item, some lexicahit®ntaining
-f has category ¢ and some lexical item containing -g hagoayed, where d
cycle-selects c. With this constraint on lexicons, (Prppee can remain neu-
tral about whether human languages have a universal, fieedal structure.
A grammar is given by a proper lexicon, generating the stinestin the clo-
sure of lexicon with respect to the fixed structure buildinkgs. A completed
structure is one containing only one syntactic featurestag category f. The

string language is the set of yields of those completed sires.

There are two structure building relations, ins and merdpe partial bi-
nary functionins applies to pairs of expression(S), (g, T)) only if (i) ei-
ther @, T) is lexical orS = 0, and (ii) matchp, q) is defined. Its value is given
by ins((p, S), (g, T)) = (p, S U {q} U T). Condition (i) is our version of SpIC,
mentioned above.

The relation merge- E x E applies to p,S) only if there is a unique
g € S such that matchy, q) is defined. Then it takes as value meg& U
{q) = (r,(S—q)uT) for each matchg, q) = (r, T). The uniqueness condition
on application of this function is our version of the shortesve constraint
(SMC).

The relation matclke P x P x E is given as follows, wherg t € * are not
marked with an initial or final hyphen to trigger head moveters, y € F*,
6 e Fr,and- € T,



162/ EpwarDp P. SIABLER

Overt movement:

P q | matchp,q)
siwfa | t-F | sta,0 saturated complement 0]
s#fa | t-f | ts0 saturated specifier (ii)
s+fa | t-f6 | sa,{t:6} moving,unsaturated projection (i)
siHfa | t-f | ste,0 final use of -f (iv)
s+fa | t-f | tsio,0 final use of -f (v)
s+fa | t-f6 | sa,{t:6} moving,unsaturated projection (Vi)
s+fa | t-f8 | sa,{t-fB} moving with -f (vii)
covert movement: _
s+fa | t-f6 | si,{t:6} check non-persistent - (viii)
s+fa | t-f6 | sa,ft:6) final use of -f (ix)
s+fa | t-f3 | sa,{t-fB) moving with -f (x)
copy movement:
siHfa | t-f | sta,0 saturated complement (xi)
s+a | t-F | tsa,0 saturated specifier (xii)
siwfa | t-6 | sta,{t:6) moving (xiii)
sufa | t-f6 | tsa,(t:5) moving (xiv)
sitfa | t-f sti,0 final move to complement (xv)
sHfa | t-f tsi,0 final move to specifier (xvi)
sita | t-f sta,{t:-f3} moving with -f (xvii)
s+fa | t-f tsi,{t:-f3} moving with -f (xviii)

We present some examples to illustrate these mechanismseatite stage
for introducing sideward movement.

Example 1: Basics.In the derivation tree on the left, the leaves are lexical
items; The binary branches represent applications of inaed the unary
branches, applications of merge.

he laughs:-C CP
e:+T -C,he Taughs:-T é
e:+T-C  helaughs:-T C/\TP
laughsi+k -T,he:k | DPﬁ\T’
e:+v +k -T,lau ‘hs:-v,heE D‘ TAVP
€14V +_-l(iaug%v,hei Ig | DP/\V
laughs+D -v‘,he::-D k h‘e t(é) v/\\/P
laughs:D v he:-D k laughs \‘/
laughs:+V +‘D -v,e:-V Vv

laughs:3V +D-v  €:-V
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Note that since insert applies to introduce a projection tha be merged,
and the derivation greedily checks features at the eapiessible moment,
there is a merge immediately above each insert step. Théi@udiunary
branches represent ‘external merge’ steps: these aredpse #iat are tra-
ditionally called ‘movements’. The tree on the right shols torrespond-
ing conventional X-bar structure. It is notfidcult to translate the derivations
shown here into more traditional depictions like this.

Example 2: Obligatory control into a complement.One idea about oblig-
atory control is that there is a special unpronounced prorf@RO which,

unlike other pronouns, either does not need case or elses 1seate special
kind of case that infinitival tense can assign. But Hornsggues that the
PRO positions can be the empty positions left by movemeri, as

he tries to succeed:-C

e:+T -C,he tries to succeed:-T

e:+T -C  he tries to succeed:-T

tries to succeedk -T,he:k

e +V +Kk -Ttries to sdcceed:-v,h&-
€:+V+K-T tries to succeed:-v,hé-
tries to succeedb -v,he:-D k
tries:#V +D -v,to succeed:-V,he:-Dk-
tries:#V+D-v  to succeed:-V,he:-Dk-
e:+T -V to succe‘ed:-T,he:-D?—
e:+T-V  tosucceed:-T,he:-Ck-
to:+v -T,succeed:-v,he:-Ck-
to:+v -T succeed:-v,he:-Dk-
succeed:D -‘v,he::-D k
succeedD -v  he:D k
e:+V +D -v,s‘ucceed::-v
e:+V +D-v  succeed::-V
This derivation is checking the categorial D feature of [tveice (and then
checking its case feature in a higher clausal position, imfamnity with
Proper). Hornstein suggests that really ibigeatures getting checked twice
in constructions like this. (And there have been suggesttbat categorial

2This translation can be done automatically. See the impiatiens at
http://www.linguistics.ucla.edu/people/stabler/epssw.htm.
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features generally should be replaced by appropriate camaplof more ba-
sic featuresd-features etc.) For present purposes, the simple analysigea
provides a suitable starting point.

Example 3: Obligatory control into an adjunct. There are many interest-
ing questions about adjunction, but for present purpossdiites to adopt
a treatment that allows it to be category-preserving, litleraoptional, and
opaque to extraction. These properties can be obtainedtlydircing an
empty category to host the adjunct; for clausal adjuncts mfnnphrases
we usee:+N+C+N-N, and for prepositional modifiers of v we can use:
€:+V+P+v-v, as in:

he laughs before he eats:-C
e:+T -C,he laughs before he eats:-T
+T-C he laughs before he eats:-T
laughs before he eatsk -T,he:k
e::+V +k -T,laughs before he eats:-v,he:-
e:+vik-T  laughs before | e eats:-v,He:-

before he eatsv -v,Iaughs:-v,heR

|-
€:+P+v -v,laughs:-v,hek,before he eats:-P

e+P+Vv -v,laughs:-v,hek before hie eats:-P
€4V +P +v -v,Ia‘ughs:-v,heR before:+C -Ig,he eats:-C
e+v+P+v-v  laughsi-v,hek beforemats:-c
laughs3D -‘v,he::-D k €:+T -C,h‘e eats:-T
laughs3D -v he: =D & e:+T-C heeats:-T
laughs:+V +D -v,e::-V eats+k -‘T,he:R
laughs:#V +D -v €=V e:+v +k -T,eats:-v,hek

e+v+k-T  eatsi-v,hek
eatsyD -v,he::-D k
eatsiD-v he: "D k
eats:+V +D -v,e::-V
eatsi3V+D-v e:-V
The fact that [before he eats] is a specifier is indicated bynthin-lexical sta-
tus of the selectoref+P +v -v,laughs:-v,hek,before he eats:-P]. Since SpIC
blocks any extraction from specifiers, we do not need to seplgrstipulate
that adjuncts are islands. So if we introduce right and le&idjuncts of Y
with lexical items of the forne::+X+Y+X-X, or e::+X+Y-X, respectively (or

with any processes that yields similar structure), we getissired properties
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for adjuncts: optionality, iterability, and opacity to exttion. This sets the
stage for the special treatment of adjunct control.

Since the proposed treatment of adjuncts makes them opagugaction,
while the proposed treatment of control makes it an exwaatélation, we
should not get control into adjuncts, but we do:

he laughs before, eating

Hornstein notices that a slight tweak on our mechanismsetahis kind of
case through without allowing other kinds of adjunct exicats. Roughly, if
we derive the modifier [before eating{he}] which wants to attach to a v,
and then we derive a v that is looking for a D, we can allow [feejniove
sideways’ onto the v before inserting it into the derivati®his step can be
presented in logicians’ style, as the inference from theesgions above the
line to the one below:

before eating : -Rhe : -Dk} € +V+P+v-v, 0 laughs +D-v, 0
laughs before eating : ;the : -Dk}

We express this step more generally as follows. In a gramhadrcontains
left X-adjuncts of Y, that is, it has some

r=e+X+Y+X-X

we extend the (ins) relation so that it also applies @ {@}), (g, S)) in the
exceptional case whene and q can be chained together by usinga as
follows:

match@, a) = (b, T),

match¢, b) = (c, U),

match¢, p) = (e, V), and
matchg, f) = (g, W) for f € U.

Notice that the adjoining elementis introduced in the second step to have
its 3 initial features checked in sequence. In this specis¢clet

ins((p,S), (g, T))=(g,SUTUU —{f))UVUW,).

Control into right X-adjuncts of Y can be defined similarlging the lexical
item ¢ = e::+X+Y-X, checking its 2 initial features in sequence. With this
extension, we obtain:
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he laughs before eating:-C

e:+T -C,he Iaugh‘s before eating:-T

e:+T -C he laughs before eating:-T

laughs before e‘atingk -T,he:k

e:+v +k -T,laughs be‘fore eating:-v,h:-

e:+v +k-T  laughs before eating:-v,he:-R -

laughsyD -v before eatlnf:-P,he:-D_(-
laughs:+V +D -v,e:-V  before:v -P,eating:-v,he:-Dk
laughs:#V +D -v €=V beforezsv -P  eating:-v,he:-Dk

eatingsD -\‘/,he::-D k

eatingsD -v he:"D k
eating:+V +D -v,e::-V
eating:#V +D -v e:-V

Example 4: Head movementis similar to adjunct control in relating con-
stituents that do not c-command each other, but, unlikerobrte want just
the phonetic parts of the heads to move while their projestare developed
in their original positions. Nevertheless, there is an igagibn of the side-
ward movement idea that avoids splitting all phrases kepttiiples so that
the head can be separate when the phrase is complete, asveds &iabler
(2001).

We extend match so that, when the category ofr-&:comp-selected by
t:;8 and t-s is morphologically well-formed,

p | g | matchp,q)

g8
t:B

-Sia
S-la

e a,{t-s:B8}  sufix left adjoins lower head
e a,{s-t:B8} prefix right adjoins lower head

And then, when matcly( p) is defined by one of (i-xviii) we bring the adjunc-
tion up:

p | g | matchp,q)
p ‘ q | aip higher head promoted

With these extensions, we get derivations like the follayvin
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habl- € -an <€ ustedes espanol::-C
habl- € -an €::+T -C,ustedes espanol::-T
ustedes espanol::-T,habk-an €::+T -C
espanol:k -T,ustedes:k,habl- € -an <:+T -C
e+v +k -T,espanol::-v,ustedésﬁ;habl- <-an €:+7 -C
-e+T -C  habl- € -an:#v +k -T,espanol::-v,ustedesk:-

\ _
espanol::-v,habl-e-an:+v +k -T,ustedes:k

espanol#D -v,habl- € -an:‘:+v +k -T,ustedes::-Dk
espanol#D -v,habl- € -an:+v +k -T ustedes::-Dk
e::+V +D -v,habl- € -an:#v +k -T,espanol:-V

-an:+Vv+k -T  habl- €:+V +D -v,espanol:-V

espanol:-V,habl-e:+V +D -v
€+k -V,espanol::R,tLabl- €:+V +D -v
e:+D +k -V,espanol::-D k,habl- €:+V +D -v
e:+D +k -V,habl-<:+V +D-v  espanol::-Dk
-e::+¥@/-vm9 +k -V

No revisions of completed structure are needed, and there ieed to treat
every phrase as a triple of strings.

12.3 Expressive power and recognition complexity

Previous studies have shown that head movement, thoughyise®n like
a small thing in informal presentations, allows the defamitof non-context
free patterns even when there is no phrasal movement in éinengar. But the
translation frommas to mcras defined by Michaelis (2001) is easily adapted
to show thatmma grammars without copying all definecrg definable lan-
guages. There are various theory-internal arguments foyicg in grammar,
and various ways to implement them (Stabler, 2004b). Seex@mple Nunes
(2001) and Kobele (2006) for some empirical arguments ipscpf rather
powerful copy operations. The addition of copy features @saik easy to
define non-semilinear languages li&#, but a straightforward extension of
Michaelis’s translation to these cases shows that theysare-definable, and
hence polynomially recognizable.

12.4 Conclusions

This paper does not attempt to resolve the controversy ofiether move-
ment analyses of obligatory control are empirically welhtivated (Landau,
2003, Boeckx and Hornstein, 2004), but provides a formttinaof some
parts of these ideas that can be rigorously studied.
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Althoughsmmas can be regarded as extendings, notice that they dier
in a number of significant respects: (ymas extend the domain of move-
ment just slightly to &er tightly constrained treatments of obligatory control
and head movement. Future work may find ways to make thesérars
more general and natural. And there are regularities in ¢ffi@ition of match
that should allow a more elegant statementM@ are bound by SMC, while
sMMGS also are required to respect SplC and Proper, and fututemay pro-
vide further additions. (3) To handle head movemans require either extra
rules for head movement (Michaelis, 2001) or else one of graaches
mentioned in the introductionmmcs allow head movement with a simple
mechanism analogous to the sideward mechanisms used foolcda) mcs
have no copy operation, and while none of the analyses abepend on
it, smmas allow copying. That is, we have presented a treatment efigicd
movement that does not rely in any way on the copy theory ofenmmant for
its appeal. In the present setting, sideward movement iguaalaption not
because we already have operations on copies, but becalsecady have
operations on moving phrases (the original phonetic metgmot copies).
sMMGS are naturally extended to allow copying though, settirggsfage for
studying proposals about overt copying (Boeckx et al., 20@5example) —
unfortunately beyond the scope of this short report. Allrechanisms pro-
posed here are obtained in the well-understood and feasilalee ofmcrc-
definable languages.
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