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Restriction and Verbal Complexes in LFG —
A Case Study for Danish

Jurgen Wedekind
Center for Language Technology

Bjarne @rsnes
Copenhagen Business School

1 Introduction

In early Lexical-Functional Grammar (LFG) auxiliaries wedreated as raising verbs,
i.e., verbs associated with alcomMpPlement and a nonthematic subject. On this analysis
it was possible to state the morphosyntactic dependenetrgebn the auxiliary and
the nonfinite verb as restrictions on the verbal form featwkthe xcomplement. As
discussed in a.o. Butt et al. (1996) this approach is crugpsistically unsatisfactory in
as much as it mirrors the surface syntax and leads to différ&ructures in cases where
the same morphosyntactic content is expressed by eithéhetimor analytic means.
Instead, Butt et al. (1996) assign a flat f-structure to Mecbanplexes with the main
verb as the top-level predicate, while the morphosyntatgisendencies are accounted
for in a separate morphological projection, projected fthmc-structure.

Frank and Zaenen (2002) observe not only that this approaghires functional
information to be duplicated in the m(orphological)-strure, it is also confronted with
problems in analyzing certain long-distance phenomenaiviing morphological con-
straints. To overcome these problems they propose a sezfi@nchitecture where the
m-structure is projected from the f-structure. Howevegrikrand Zaenen'’s approach,
though removing the need for a duplication of functionabmfation in the m-structure,
requires all possible morphosyntactic embeddings of thxdiaties and main verbs to
be encoded in the lexicon and leads thus to a massive duplicat morphosyntactic
information in the lexicon.

Apart from these rather technical issues, we argue in thpgptat both projection
approaches are theoretically unsatisfactory, since amatogical projection seems to
be called for in exactly those cases where the expressiongofem morphosyntactic
content is syntactic and not morphological. Instead, w@@se to analyze verbal com-
plexes without a morphological projection. We develop aprapach based on the re-
striction operator (Kaplan and Wedekind 1993) where thepmasyntactic dependen-
cies are checked in functional terms as dependencies hetvestructure head and an

+x CST, Njalsgade 80, 2300 Copenhagen S, Denmark. E-maiggaé@cst.dk
1 Department of Computational Linguistics, Bernhard Bandgé A7 B, 2000 Frederiksberg, Denmark. E-mail:
boe.id@cbs.dk
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ungovernedEeP function while the verbal complex (and consequently theesene) is
assigned a flat f-structure. This approach overcomes thegms inherent to the raising
and m-structure approaches. The approach is illustratddrfgporal auxiliaries, passives
and modal constructions in Danish.

2 Previous Approaches to Verbal Complexes in LFG

In traditional LFG, auxiliaries have been treated as maitwevhich introduce their
own predicates (Kaplan and Bresnan 1982, Falk 1984). licpéat, they were analyzed
as (a special subclass of) raising verbs that are—thougkedavith theaux feature—

in other respects identical to raising verbs in that thegdprates subcategorize for a
nonthematic subject and a verbal complemeaatgmprlement). Since the embedding on
the f-structure mirrors the embedding of the auxiliariethim c-structure, the advantage
of this analysis is that the morphosyntactic dependena®sgden the auxiliaries and the
nonfinite verb can be encoded straightforwardly by appabely restricting the verbal
form features of the embeddeatompPlements. For a brief illustration of the relatively
straightforward modeling of the morphosyntactic depeoaenthat the raising approach
permits let us consider the simple English sentence in (1)

(1) John will work
and the (oversimplified) entries wfork and the future tense auxiliawyill in (2).!

a wl v (O PRED) FUT((T xcomP))(T SUBJ)’

(
(1 suBJ) = (1 XCOMP SUBJ)

1 TENSE) = FUT

(T VFORM TYPE AUX) = TENSE
(1 VFORM FORM) = FIN

(T XCOMP VFORM FORM) =, INF
(T XCOMP VFORM TYPE) = MAIN

b. work VvV (1 PrRED) = WORK((] SUBJ))’

(
(T VFORM TYPE) = MAIN
(T VFORM FORM) = INF

The entry (2a) indicates thatill is a finite form of the tense auxiliary that contributes
the (simple) future tense information, given the verb folfrthe subcategorizedcomp

is an infinitive form of a main verb, as in casewabrkin (2b). The c- and f-structure that
sentence (1) gets assigned under the traditional raisialgsis is shown in Figure 1.

It has long been recognized, however, that this f-struatejpeesentation mirrors the
surface syntax and leads to different f-structures in cadese the same morphosyntac-
tic content is expressed by either synthetic or analyticmeea

In the context of parallel grammar development, for examplatt et al. (1996)
observe that a raising analysis would provide for the se®in (3)

(3) a. The driver will have turned the lever

1 We assume here a slightly different system of morphostintiatures (than the one used in Kaplan and
Bresnan 1982) and abstract from other tenses (future peaied modal readings.
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[PRED /JOHN’
SUBJ
[NUM  sG
S -

> | —|suBs

NP VP vcomp | PRED  ‘WORK((T suBJ))’
‘ — T TYPE MAIN
'\“ Y V‘P VFORM | oM INF

John will \%

| PRED  FUT((T xcomP))(T suBJ)’
work TENSE  FUT

VFORM

TYPE [AUX TENSE}
|[FORM  FIN

Figure 1
The traditional raising analysis of the sentedobn will work(together with the relevant structural
correspondences).

b. Le conducteur aura tourné le levier

structurally divergent f-structures although the sergsnare meaning equivalent and
thus expected to obtain equivalent predicate-argumenttstes. Since future tense is
realized in English periphrasticallyv{ll have), but in French morphologicallya(ira),
the f-structure of the French sentence (3b) has one leveintiedding less than the
structure of the corresponding English sentence (3a). diseng approach thus creates
(unnecessary) crosslinguistic problems for parallel gnamdevelopment or machine
translation, since it provides structurally misalignealgises for functionally very sim-
ilar constructions. Similar problems may, of course, algsealanguage internally, but
then affecting language internal descriptive consisteattyer than crosslinguistic paral-
lelism. Under a raising analysis, the synthetic and arajydissives in the Scandinavian
languages, for example, are associated with differemutgires obscuring the fact that
the basic predicate-argument relations are the same.

As a crosslinguistically more adequate alternative, Btiale(1996) propose an
analysis of the auxiliary complex that provides flat f-stawes regardless of whether
the tenses are realized morphologically or periphraggicahey analyze auxiliaries as
functional categories contributing tense and aspectdairiration, but no predicate. In
order to ensure that the auxiliary complex satisfies theahtbically organized well-
formedness restrictions on the order of the different vgpes$ and forms, they project
the multiple xcomplement embedding provided by the raising approach simply of
of the c-structure into a separate m(orphological)-stmgct This requires the original
XCOMP to be appropriately renamed, since it is a governable fonand thus subject
to completeness and coherence tests (which would faile angiliaries are NOPRED-
bearing anymore).

Morphological structures are related to c-structure ndgeseans of the projection
14, just in the same way as c-structure nodes and f-structueesed in correspondence
by the projectiony. To explicitly identify the structures in the range of mplé projec-
tions whose description is being developed by the parti@araotations, it is, of course,
necessary to explicitly distinguish the projections. Tisimccomplished by using the
symbol x as a variable for the annotated node and the t&tmto denote its mother.
With the termsu+ andu M it is then possible to refer to the m-structure associaték wi
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¢ S I

f-structure = m-structure
NP VP
PRED JOHN’ (T sums) =1 =1
SUBJ |: :| M = px VFORM |:TYPE I:/\L'X '[‘HNSH:|:|

NUM SG

e -
PRED 'WORK((T suBJ))’ N \Vi VP FORM  FIN
e T=1 1=1 T=1 i TYPE MAIN
‘ PM = ok (M DEP) = pux DEP VFORM | 0o e
[ I
John  will \Y
T=1
pMs = px
[
work
Figure 2

The m-structure analysis of the sentedobn will work(together with the relevant structural
correspondences).

the annotated node and its mother, respectively. Givemtbig general correspondence
architecture (with more than one level of linguistic degstion involved), the traditional

| and metavariables have to be conceived as convenient abboagaif the more com-
plex expressiongx andp M. Continuing with the convenient functional abbreviations
the morphosyntactic dependencies for our example sentéheee then encoded in the
m-structure approach as follows. As the lexical entriesafitirandwork in (4) indicate,
both the specification of the verbal form features and thesttaimts on the dependent
verb forms are not considered to contribute to the desoripdif the f-structure, but to
the one of the m-structure.

(4)a. will VvV (] TENSE) = FUT

(

(M* VFORM TYPE AUX) = TENSE
(4 M* VFORM FORM) = FIN

(M DEP VFORM FORM) =, INF
(M DEP VFORM TYPE) = MAIN

b. work V (1 PrRED) = ‘WORK((] suB1))’
(M VFORM TYPE) = MAIN
(uMk VFORM FORM) = INF

The embedding on the m-structure is then, as shown in theictste of Figure 2,
accomplished by additional-annotations of the grammar rules. Here, the recursive VP
rule produces the desired flat f-structures because of ithal tequationT = |, while
the equatior{uMx* DEP) = px projects the embeddezErPendent m-structures required
to test the hierarchically organized well-formednessri@gins.

Frank and Zaenen (2002), however, show that projecting thrpnology from the
c-structure leads to a duplication of syntactic informaitio cases where not only mor-
phological information on the verbs, but also on their argota is assumed to be repre-
sented in the m-structure. Since the different argumerds/efb may introduce conflict-
ing values for the different morphological features, théedding of the f-structure has
to be reproduced in the m-structure by some additional raweable functions (e.g.,
ExTernal- andNTernalARGuments). This causes the m-structure to structurally assim
ilate the f-structure and thus to unnecessarily copy stratinformation on predicate-
argument dependencies already contained in the f-steudilioreover, Frank and Zae-
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nen (2002) observe thataprojection from the c-structure might cause problems when
morphological agreement and functional uncertainty adttras, for example, in object
relative clauses in French where the perfect participleesgiin number and gender)
with the relative pronoun (and the embedding noun). Herth theeoBJect and thenT-
ARGUMent function are assigned to the relative pronoun by twlependent functional
uncertainty expressions, one on the f-structure and ther attre on the m-structure. To
test the agreement with the embedded perfect participtl, fhactional uncertainty ex-
pressions have to be resolved so that the strings that asewlimm the two regular sets
are equal in length. But this synchronization is difficulatmcomplish, since f-structures
but not m-structures are subject to the general principfesompleteness and coher-
ence. The differently constrained resolution spaces oftwefunctional uncertainty
expressions might then (at least without any further cairgs) permit the functional
uncertainty expression on the m-structure to be resolvesdritags other than the ones
required to ensure the agreement.

To avoid these problems, they propose a sequenced ardnieshere the mor-
phological dependencies are projected from the f-stract8mcey is a function, the
hierarchical m-structure can here, of course, not any lobgerecursively derived by
rules that produce flat f-structures by virtue of the triegliation] = |. To account for
the various constructions, Frank and Zaenen (2002) arefdineesd to (non-recursively)
enumerate the possible dependencies in the lexicon. Burdhuires to disjunctively
specify for each nonfinite verb form at which level of embedgdit may occur and how
it constrains from there the form and type of the dependentt fcem on the next level.
In order to derive, for example, the English sentences intf@y would have to assume
for the lexical entries of the perfect auxiliamaveand the perfect participleorkedthat
at least two alternative levels of embedding are specified.

(5) a. John may have worked
b. John will have worked

In sentence (5a)aveis directly embedded under artompPlement (subcategorized by
the modal) and requires meP embedding, whereas in (5b) it is dependent from a tense
auxiliary requiring the usual lexical specifications to heslped down one extra level.
Frank and Zaenen (2002) thus have to assumbdeean entry like (6a). To ensure that
the constraints on the dependent verb forms in (6a) taketeffee (usual) morphological
features ofworkedhave to be embedded under one, respectivelyiw® attributes as
shown in (6b).

(6) a. have V (] ASPECT) = PERFECTIVE

(
{ (47 VFORM TYPE AUX) = PERF

(17T VFORM FORM) = INF

(4 DEP VFORM FORM) =, PERFP

|(4T DEP VFORM TYPE AUX) = PERF

(17 DEP VFORM FORM) = INF

(141 DEP DEP VFORM FORM) =. PERFP }
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b. worked V (] PRED) = WORK{(] suBJ))’

(47 DEP VFORM TYPE) = MAIN

(147 DEP VFORM FORM) = PERFP
|(4T DEP DEP VFORM TYPE) = MAIN

(1] DEP DEP VFORM FORM) = PERFP }

(
{

Although Frank and Zaenen (2002) obviously avoid some ofptieblems of the
original projection approach, their solution is neverdissl not really satisfactory. In or-
der to simulate the effects of a simple recursive rule, theyehto specify all possible
DEP embeddings of the auxiliaries and (nonfinite) main verbdieléxicon. In case of
a full-form lexicon, this solution thus increases the sikthe overall grammar far more
drastically than any possible solution that is based on glsimecursive rulé.lt is in
this connection also not really helpful to encode, as theytli® possible embeddings
for the numerically predominant and most deeply embeddaiaiie verbs by virtue of
functional uncertainty expressions instead of finite disfions. This certainly reduces
the size of the lexicon, but it increases at the same time igjendtive solution space
much more than actually required, since strictly local delgmcies are treated as if they
were unbounded.

Only their explicit assumption that a morphological analyis employed in the
system architecture permits it to circumvent these probleora certain extent. For the
nonfinite main verb forms then the encoding of the possiblbezidings can be moved
to the appropriate morphological tags (e.g., the one fofepeparticiple morphemes)
provided by the morphological analyzer. Since this doesnmrk for alternative archi-
tectures based on full-form lexicons (like our’s), theipegmach can hardly be considered
as a theoretically satisfying general solution.

As an alternative to the projection approaches that avbelptoblems already men-
tioned as yet we propose here an analysis that provides $katidtures for auxiliary
constructions without leaving the usual functional levElioguistic description. We
are thus not compelled to stipulate an additional morphotdgrojection to establish
the desired crosslinguistic parallelism. Our approach wewill illustrate by provid-
ing an analysis of the Danish verbal complex, including clexpenses, passives and
modals, exploits instead of a projection the restrictioerapor introduced by Kaplan
and Wedekind (1993) and Wedekind and Kaplan (1993).

The restriction operator is a formal device that permite ighore information from
an f-structure if this information is assumed to be irrefevfar the predicate-argument
structure and thus for the semantic interpretation of aeseet Informally, the restriction
of a given f-structuref with respect to an attribute (notated byf/Fr) is the f-structure
that results from removing and its value fromf. The restriction of the f-structurgé
in (7a) bysuByg for example, is the f-structure in (7b).

2 Moreover, since they generate the embeddings not thene\iliney are actually required, namely in the verb
complex, the alternative embeddings encoded in the ertfitge nonfinite main verb forms also have to be
evaluated when constructions without dependent verb fanmgrocessed, like, for example, infinitival
complements as in the senterdmhn tries to work(vs. John will work).
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- |:PR,ED /JOHN'i|
NUM  SG
DP
PRED MARY’
N NUM  SG

Jo‘hn roser PRED 'ROSE((] suBJ)(1 oBJ))’

TENSE PRES

Figure 3
The c- and f-structure of the senterlhn roser MaryJohn praises Mary) and their structural
correspondence.

(7) a.
f=

PRED ‘JOHN’
SUBJ

NUM SG

PRED  ’ARBEJDE((] SUBJ))’
TENSE PRES

b. . _ |PRED  'ARBEIDE((] SUBJ))’
f/suBr = |:TENSE PRES }

In particular, restriction allows it to express that twotfustures only partially agree.

The statemenf/F = g/F, for example, asserts thgtand g agree with respect to all

attributes and values other tharfand its values). Note furthermore thay/r)/r = f/F

and(f/r)/a = (f/a)/F and thatf/F always subsumesg.

For the illustration of our approach, then, we assume forigbaa rather traditional
endocentric, X-bar oriented phrasal structure. The bdsictsire is illustrated by the
example depicted in Figure 3. Since Danish is a V2 languagegesces are assumed to
be a projection of the functional category C (complementiza main clauses the finite
verb appears in C position and initial (topicalized) cdanstnts fill the specifier position
of CP. If there is no inversion the subject is initial and agogen CP’s specifier position.
In case of inversion or in subordinate clauses the subjguéap in specifier position
of IP. Sentence adverbials, like, for example, negatiog,daminated by’l Since un-
stressed pronominal objects in main clauses appear in @fosentence adverbials), |
permits them to appear in front of the adverbialsthere is no object-shift, all possible
verbal arguments and subsequent adjuncts are derived b thée.

3 The sentences (a—c) illustrate that object-shift is albligy if the pronominal object is unstressed.
a. Jeg ser ikke bussen
| see not the-bus

b. Jeg ser den ikke
| seeit not

c. *Jeg ser ikke den
| seenot it
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T
DP o4 , ,
| /\ SUBY PRED 'JOHN
N \% IP ’ NUM  SG
Jo‘hn \‘/il ‘ll PRED 'ARBEJDE((] SUBJ))’
| TENSE FUTPERF
VP
\
VP
/\
Y V‘P
have \
[
Y
arbejdet

Figure 4
The c- and f-structure of sentence (8).

3 Temporal Auxiliaries

The analysis that we assume here for the complex tenses iisiDiann line with the
unified analysis of (tense) auxiliaries in English, Frenati &erman proposed by Butt et
al. (1996, 1999). They produce flat f-structures by treatingiliaries as functional, and
thus nonPRED-bearing categories and provide complex tense values.fokexample,
FUTPERF based on a system of constraints on the combinations diaies and main
verbs instead of just collecting the morphological feadwEthe auxiliaries and verbs of
a complex (analytical) tense form (as, for example, Nog#iimand Bresnan (1996)). For
the sentence (8)

(8) John vil have arbejdet
John will have worked

we thus get the c-structure and f-structure in Figure 4.

The Danish (tense) auxiliary system is quite similar to thglish one, but it addi-
tionally exhibits auxiliary selection for the perfectivexdiary: verbs select eitherave
(have or veere(be). Altogether we have to distinguish two synthetic and sialgtic
tense forms.

(9) (a) Present tense: synthetic
John arbejder
John works

(b) Past tense: synthetic
John arbejdede
John worked

(c) Present Perfect: perfect auxiliary in present tendevi@d by perfect participle
form
John har arbejdet
John has worked
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(d) Past Perfect: perfect auxiliary in past tense followggérfect participle form
John havde arbejdet
John had worked

(e) Future: present tense wifle followed by infinitive form (but not of a perfect
auxiliary)
John vil arbejde
John will work

(H Future Perfect: present tenseuilfe followed by infinitive form of perfect aux-
iliary followed by perfect participle form
John vil have arbejdet
John will have worked

(g) Conditional: past tense #flle followed by infinitive form (but not of a perfect
auxiliary)
John ville arbejde
John would work

(h) Conditional Perfect: past tense \dfie followed by infinitive form of perfect
auxiliary followed by perfect participle form
John ville have arbejdet
John would have worked

Since Danish does not allow scrambling of the auxiliaried parmits at least in
complex forms only nexus adverbials to appear between ttie form and the nonfinite
forms, we can—similar to English—derive the nonfinite formish the recursive VP
rule in (10). The finite form is—as the c-structure of Figunliustrates—the head of'C
and the adverbial phrase is considered to be adjoin€d to |

a0)vp — v VP

In order to ensure that each auxiliary and modal can only bewed by a verb of
the right type and form we use—similar to almost all otherrapphes—a system of
morphosyntactic features whose relevant parts are givétin

(11) [ MAIN
TENSE
YPE AUX { PERF
PASS
MOD ROOT
EPIST
VFORM E\?E
FORM PERFP
PASSP
AUX—SEL { TAVE
BE
PASSIVIZES L 00
| NO
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This (rather informal) feature declaration indicates #eath verb has @ForRM feature
whose value specifies the verb type, its form, which auxiliaselects and whether it
passivizes. We distinguish here tense, perfect and passkikaries and root and epis-
temic modals. Since our present purposes do not requirettefusubclassification of
the main verbs, we consid®raIN as an atomic value. We further distinguish (here) four
different forms, namely finite forms, infinitives, perfearficiples and passive partici-
ples.

Using restriction we can then state the hierarchically wigd morphosyntactic
well-formedness restrictions on the order of the diffenestb types and forms similarly
easy as in the raising approach. The only difference is dradet and perfect (as well
as passive) auxiliaries do not introduce predicates andthieastructural hierarchy is
established by the non-governalmep function instead ofkcomp. We thus state the
hierarchicalbEpendencies and the constraints on them as ordinary funtspeaifica-
tions instead of projecting them off of the c-structure agphological specifications.
For present perfect, for example, this is illustrated byl#xéal entries in (12). In order
to introduce the tense vallRRESPERF the tense auxiliarhar is constrained to com-
bine with aDEPendent perfect participle verb form that selegts/E, as, for example,
arbejdet

(12) a. har V(] TENSE) = PRESPERF

(T VFORM TYPE AUX) = TENSE
(T VFORM FORM) = FIN

(1 DEP VFORM FORM) =, PERFP
(

| DEP VFORM AUX—SEL) = HAVE

b. arbejdet V (1 PRED) = ARBEJDE((] sUBJ))’
(T VFORM TYPE) = MAIN
(1 VFORM FORM) = PERFP
(1 VFORM AUX—SEL) = HAVE

The flat f-structure analysis of the complex tense forms énthbtained by sim-
ply restricting off the information on the morphologicalpdmdencies. This requires to
slightly refine the CP and the VP rule as in (13).

(13)a.cp — (DP) c
(TsuBJ)=| 1 = |/DEP/VFORM
(1 TENSE)
b. v — (V) VP
T=1 (1 DEP) = |
(] VFORM FORM) # FIN (T VFORM)

1 /DEP/VFORM = | /DEP/VFORM

The VP rule can only be applied if there is already a verb foemfdrced by the con-
straint(] VFORM)). Since we are at the moment only concerned with tense arfielcper
auxiliaries, the first application of the VP rule requires fiite verb (dominated by'T
to be a tense auxiliary. This results from the rule (14)
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SUBJ PRED 'JOHN’
' NUM  SG
/ PRED  'ARBEJDE((T suBJ))’
CcP TENSE PRESPERF
/\ _ —
D‘P c SUB) [PRED ‘JOHN'
/\ o
NUM  sG
N V IP L
[ \ I PRED  ARBEJDE((] SUBJ))’
John har I TENSE  PRESPERF
‘ i ! A T
VP PRED 'JOHN
B
| SUBJ NUM  SG
V‘P PRED  ’ARBEJDE((T SuBJ))’
v/ DEP TENSE  PRESPERF
\ TYPE MAIN
Y VFORM | FORM PERFP
: AUX—SEL HAVE
arbejdet L ]
vrory | TYPE [AUX TENSE}
FORM FIN

Figure 5
The c-structure of the sentendehn har arbejdetind the f-structures related to the CP and thadtle.

(14) vPp  — v/
T=1
(T VFORM TYPE) =, MAIN

that is used to leave the recursively constructed auxilamyplex. Rule (14) requires
the f-structure associated witH ¥ contain a predicate of a main verb. So, if there were
already a finite main verb and rule (13b) is applied at leasepthen—under a flat
analysis—the semantic form of tliePendent main verb required by rule (14) would
cause a unification failure. Hence, the finite form must bewdliary when rule (13b)
is applied. Moreover, the first application of the VP rulel{l8an only derive the de-
pendent VP, since the verb is constrained to be nonfiniteh&uapplications of the
rule (13b) then require the verb position to be filled by a mitdiverb form, prevent-
ing the grammar from recursively generating non-brancMRgchains. The annotation
1 /DEP/VFORM = | /DEP/VFORM then expresses that the f-structure associated with
the mother agrees with the one of the dependent daughteptefarethe information
on the dependent structures and the particular verbal foriis causes the information
that is relevant for the f-structure of the sentence (assido the c-structure root) to be
percolated upwards. The/ @nnotation of the CP rule finally restricts the information
on the dependent verbal forms off of the f-structure thatssigned to Cand thus to
the c-structure root CP. The example in Figure 5 illustr#teseffects of the restriction
annotations by showing not only the f-structure that isgrs=il to the root, but also the
structure from which it is obtained by restriction, namélg bne that is assigned td.C

Since present and past perfect and future and conditionaksediffer only with
respect to the tense form of the auxiliary, we can completeléscription of our analysis
of the complex Danish tense forms by considering the lexacdties of the auxiliaries
that are involved in the future tense forms. For perfectigates which selecHAVE
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these are the ones in (15). Entry (15a) also applies to gaescwhich selectvaere

(15) a.vil v

(T VFORM TYPE AUX) = TENSE
(T VFORM FORM) = FIN
(7 DEP VFORM FORM) =, INF
{ (T TENSE) = FUT
(T DEP VFORM TYPE AUX) # PERF
|(T TENSE) = FUTPERF
| DEP VFORM TYPE AUX) = PERF }

b. have V (] ASPECT) = PERFECTIVE

(
(
(T VFORM TYPE AUX) = PERF
(T VFORM FORM) = INF

(7 DEP VFORM FORM) =, PERFP
(7 DEP VFORM AUX—SEL) = HAVE

The complex future tense forms are constructed with theeptéense form ofille. The
finite form vil requires abePendent infinitive verb form. Depending on whether the in-
finitive form of thisbEPendent form is a perfect auxiliary or not, the tense is eitiere
perfect or future. If this form is a perfect auxiliary, liklmr example have it requires,
as any other form of the perfective auxiliariesharendent perfect participle form, for
examplearbejdetthat selectsiAvE (cf. (12b)). The infinitive forms of the perfect aux-
iliaries also introduce aspectual information. This isuieed for nonfinite clauses, but
not for finite clauses because of the perfective tense vaka@sfinite clauses we then
eliminate this redundancy by restricting aspectual infation off at the IP daughter of
the rule (16).

(16)c — v (IP)
=1 1=1]/AsSPECT

4 Passive Verbal Structures

Like Norwegian and Swedish, Danish has two passive formsogphological passive
that is formed by adding to the verb and a periphrastic passive that involves—simila
to English—a finite or nonfinite form of the passive auxilidive (b€) and a passive
participle. Examples of both forms are given in (17).

(17) a. John roses af Mary
John is-praised by Mary

b. John bliverrost  af Mary
John is praised by Mary

Although there are semantic, contextual and lexical m#tris on the use of these
two passive forms (see, for example, Engdahl 1999), thdfratices do not justify a
raising analysis of the passive auxiliary. Such an analysigld not capture the func-
tional similarity between the two passive forms. We therefarefer an analysis similar
to the tense auxiliaries where the main verb contributesdahéevelPREDCate value.

Apart from very few past tense forms, thgpassive is mainly used in present tense
and the infinitive in Danish. An example is the vedseswhose lexical entry is shown
in (18).
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(1 PRED) = ROSE((] SUBJ)(] OBL—AGT))’
|(1 PRED) = ROSE((] suBJ))’ }

1 PASS) = MORPH

1 VFORM TYPE) = MAIN

(7 TENSE) = PRES

(T VFORM FORM) = FIN

|(T VFORM FORM) = INF }

(18) roses VvV {
(

(

{

If we assume that the lexicon contains only inflected formentthes-passive re-

quires no further attention from a syntactic point of viewng&nce (17a) thus is associ-
ated with the f-structure in (19).

(19) I |:PRED '.]OHN/i|
SUBJ
NUM  SG
PRED MARY’
OBL—AGT |[NUM  SG
PCASE AF
PRED "ROSE((] SUBJ)(T OBL—AGT))’
TENSE PRES
PASS MORPH

Periphrastic passive forms consist of a finite, infinitiveparfect participle form
of the passive auxiliarplive and a dependent passive participle form. On the basis of
the rules that we already presented we thus easily obtairt anfédysis of the analytic
passive by assuming for the different forms of the passixdiary lexical entries which
are similar to the ones for the tense auxiliaries. The emryte present tense form of
blive, for example, is given in (20).
(20) bliver Vv

(T PASS) = PERIPH

(1 TENSE) = PRES

(T VFORM TYPE AUX) = PASS
(T VFORM FORM) = FIN

(T DEP VFORM FORM) =, PASSP

Under the usual assumption that passive participle verbgare contained in the
lexicon we could already stop here and complete this seutithna sample f-structure of
a sentence containing an analytic passive form. Howevenliigrammar we followed a
suggestion by John Maxwell and encoded passivization sijcadly. Passive participle
forms are thus not contained in the lexicon. The reason foptatg this strategy was
rather practical. Our Danish grammar currently containsliaférm lexicon that was
automatically extracted from a lexical database. Here ude of syntactic passiviza-
tion rules turned out to be very useful, since we could noy simhplify the extraction
process, but also reduce the size of the lexicon by the nuaflparssive participle alter-
natives.

Traditional LFG accomplishes passivization by lexicalesuthat produce passive
form alternatives if they are applied to the functional sfiemtions of verbs that are able
to passivize. For English transitive verbs, for examplis, iththe rule in (21).
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(21) PASYSCHEMATA) = SCHEMATA
(T VFORM FORM) = PASSP
(1 oBJ) — (] suByJ)
{ (1 suBJ) — (T OBL—AGT)
|(1 suBJ) — NULL }

Syntactic passivization, on the other hand, is performethérule component,
namely at that position where passive participles can oddus is the verbal head po-
sition of the V rule. The V rule is usually used to derive the main verb of a (complex)
verbal complex, the arguments of the main verb and the subsé@djuncts. A simpli-
fied version that is sufficient for our present purposes isrtite depicted in (22) that
allows us to illustrate passivization for transitive verbs

22) v — (V) (DP) (PP
{ (] VFORM TYPE) =, MAIN (toBy))=| {(toBL)=]
T=1 | (1 oBL—AGT) = |
| (| VFORM PASSIVIZE) =, YES (] PCASE) = AF }

| /SUBJ/OBJ/VFORM = 1 /SUBJ/OBL—AGT/VFORM
(] oBJ) = (7 suBy)

(] suBJ) = (1 OBL—AGT)

{(1 OBL—AGT) = NULL}

(T VFORM TYPE) = MAIN

(T VFORM FORM) = PASSP }

Passivization is then accomplished by this rule as folldvist, it is required that the
verbal head position is filled by a (perfect participle forfradransitive) verb that pas-
sivizes. The restriction annotation then states that steusture associated with the verb
agrees with the one assigned tbeéxcept for the subject, object and the verb form fea-
tures. Similar to lexical passivization, the subject of YHd-structure is identified with
the original object and theBL.—AGT with the original subject. For agent-less passives
this newoBL—AGT can optionally becom&uLL. Finally, the f-structure assigned td V
gets thevFORM features of a passive participle verb form.

For sentence (17b) then we get the c- and f-structure depiot&igure 6. To il-
lustrate the effects of the passivization annotation weatiegh also the f-structures as-
sociated with the V and Vhode. As the f-structures of the sentences (17a) and (17b)
illustrate, our grammar provides similar f-structures &malytic and synthetic passive
forms. We do, however, keep the passive feature as a triggahé slightly different
interpretation of the two forms.

5 Modals

Modals are treated as verbs that introduearanicate subcategorizing for atcomple-
ment that is functionally controlled by the subject. The Barmodal verb system in-
cludes as the main representativéke, kunne matteandskulle Since the Danish system
is almost identical to the Norwegian system, we observedheessystematic ambiguity
between a one-place epistemic reading and a two-place eading that Dyvik (1999)

4 Passivization can, of course, also be performed syngdigti€ a morphological analyzer is used. This simply
requires to extend the sublexical verb rule such that itradtiévely permits passivization as in ouf Xile if a
morphological passive featuresr passive participle form) is present.
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SUBJ PRED JOHN’
’ NUM  SG
CP PRED  'MARY’
/\\> OBL—AGT |[NUM SG
DP Cc PCASE AF
\ T
N \Vj IP PRED 'ROSE((] sUBJ)(T OBL—AGT))’
[ TENSE PRES
John bliver { PASS PERIPH
‘ - -
VP .
| PRED  MARY’
VP OBL—AGT [NUM SG
\‘/, PCASE AF
— VFORM TYPE MAIN
\Y PP FORM PASSP

PRED 'ROSE((T sUBJ)(T OBL—AGT))’|

TYPE MAIN
FORM PERFP
VFORM

AUX—SEL HAVE
PASSIVIZE YES

PRED  'ROSE((T suBJ)(] oBJ))’

Figure 6
The c- and f-structure of sentence (17b) with the f-striesuassigned to the V and thé Mode.

stated for Norwegian. The corresponding examples are @givé8).
(23) a. John kan dreje handtaget
John may/is able tQ. turn;,¢ the-lever

b. John ma dreje handtaget
John must/is obliged @ turn;,¢ the-lever

c. John skal dreje handtaget
John is said to/has {Q.s turn;,¢ the-lever

d. John vil dreje handtaget
John will/lwants @, turn;,¢ the-lever

As indicated above, we follow Dyvik in making a main distiloct between the epis-
temic and the root reading of the modals. However, in casbefrtodal vertkunneit
turns out that Danish grammaticalizes a three-way modé&hdigon between an epis-
temic reading, a deontic reading and a dynamic reading. ®imction can be exem-
plified by (24) below which allows for the three readings ib)2Generally the root
reading is vague as to the difference between a deontic agdaic reading, but in
case ofkunnethe readings are syntactically distinguished in combimatith passive

complements.

(24) John kan operere
John can operate

(25) a. John kan (veere ved at) operere (epistemic)
John may(be busy  operating
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b. John kan (godt) operere (dynamic)
Johnis (very wel) able to operate

c. John kan operere (i stedet for) (deontic)
John can operatéinstead

We will return to a more thorough discussion of these readbejow.

For kunnethe root reading corresponds to ‘be able to’, while undergpistemic
reading it translates as ‘may’, ‘have the possibility to"loe likely to’. The root inter-
pretation ofskulleis in English expressed by ‘must’ or ‘have to’, while the épisic
reading corresponds to ‘be said to’. Foatte the root reading corresponds to ‘be al-
lowed to’ or ‘be obliged to’; the epistemic reading to ‘be bduto’. Only ville is an
exception. It has a volitional root reading ‘have the willdo ‘want’, but no proper epis-
temic reading. This reading is in some sense blocked, siadmite forms are used for
the future tenses (i.e., they are already part of the terstersy. Under the epistemic in-
terpretation of the modals the subject is a nonthematicnaegt, whereas the predicates
of the root readings subcategorize for a thematic subject.

Modals require a dependent infinitive verb form. Ignoring tlee moment the dis-
tinction between epistemic and root modals, we observetieat are no further syntac-
tic type restrictions; they can combine not only with activain verbs as in (23), but also
with modals (26a), perfect (26b) and passive (26¢) auiébaands-passive forms (26d).
(Tense auxiliaries occur only in finite form.)

(26) a. John skal kunne komme
John must,.s be able tg,r come,¢

b. John ma have set det
John must.es have,s seene, it

c. John kan blive valgt
John may,.s be,s electeqssp

d. John kan veelges
John may,.s be-elected

Since modals have infinitive forms, it is (in principle) sgatically possible to em-
bed arbitrarily many modals under each other, althoughraetjze, the number of the
embedded modals is certainly bounded by human performanitations. A more com-
plex example is given in (27).

(27) John ma skulle kunne gare det
John may,.s have tg,; be able tg,; do it

Since Danish modals have perfect participle forms too, tdege (28a) and per-
fect (28b) auxiliaries can combine with them.

(28) a. John har skullet vaske bilen
John hag,esperf had tQ,ef, Washy,s the-car
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b. John ma have Vvillet gere det
John must..s have,s wanted tQ.q, do,s it

Because of the relatively unconstrained position and thprimciple unbounded
number of modals in the VP, we will incorporate modals in opalgsis by allowing
the VP rule to derive auxiliaries and modals in any orders®inply requires the VP
daughter of rule (13b) to alternatively introducexanomp as in (29).

(29) vp  — (V) VP
1= (1 pEP) = |
(] VFORM FORM) # FIN (1 VFORM)

{ 1 /DEP/VFORM = | /DEP/VFORM
| (1 XCOMP) = | /DEP/VFORM
(] VFORM FORM) =, INF }

Unlike auxiliaries where the form of the dependent verbesdepending on the type
and the form of the auxiliary, modals always require an itifiaiverb form regardless of
their form and their type. Since we thus do not have to actes®tm/type information,
we can encode this constraint directly at #feomp daughter of the VP rule instead of
attaching it to the lexical entries of the modals.

Since we postponed the subtype distinction of the modals\weeconsidered the
possible combinations of the modals, it finally remains tarivestigated whether and
how the type of both the embedding and the embedded verbrabrssthe interpretation
of the modals. First, we work along the principles in (30)ttbgvik (1999) observed
for Norwegian before we deal with the influence of passivenfothat is not treated by
Dyvik (1999).

(30) (i) A modal following a root modal is always given a roptdrpretation.

(i) A modal following an epistemic modal always has the rogsding unless the
embedded modal takes a perfective complement.

(i) Whenever a modal is the dependent verb of a perfect deptive tense auxil-
iary, only the root reading of the modal verb is accepted.

(iv) A modal is always epistemic when it takes a perfectivenpement.

As the examples in (31) illustrate, principle (30i) seembdatd for Danish as well.
Under the root interpretation of the first modal only the roerding of the embedded
modal is possible.

(31) a. John skal kunne komme
John has tg..s be able tg,r come,s

b. John skal matte komme
John has tg..s be allowed tg,; come,

5 For languages which differ from Danish in that they alsospgsnain verbs subcategorizing for infinitival
complements without infinitive marker, the additional atation (T VFORM TYPE MOD) at thexcomp daughter is
required to constrain the verbal head of the matrix to be aainod
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If two (distinct) modals are combined then the epistemienmtetation of the first
modal permits only the root interpretation of the embeddeal (82).

(32) a. John ma skulle  ordne det
John may,.s have tg,s take care of; it

b. Man skulle kunne dg af det
One might.s possibly,s diey,¢ from it

c. Man matte kunne dg af det
One might.; possibly,s diey,¢ from it

Even though the examples in (32b,c) may also be translatet@snay possibly die
from it’, we analyze it as an instance of a root modality, feample, with a dispositional
reading: one has the disposition that one can die from its@legamples differ from the
more obvious readings of the root modality in that the subgegument in (32b) and
(32c) is an experiencer rather than an agent. We will retuthis issue in the discussion
of the passives below.

In accordance with principle (30iii) a modal occurring in@mplex tense form has
only the root reading (33). Fd&wunne we observe here the same ambiguity between a
dynamic and a deontic reading as in (32b,c).

(33) a. John har kunnet gare det
John hag,cspert DEEN ADIE 1R 1, DO it

b. Johnvil  skulle  ggre det
John will,; have tg,s do, it

c. Johnvil  kunne gare det
John will,; be able tg,; do,; it

d. John ville have kunnet gore det
John couldondperr have,s possiblyerr, do it

Dyvik’s last principle (30iv) does not seem to hold for Ddni¢f a modal takes

a perfective complement we still observe the systematiciguitly of the modals as
illustrated in (34).

(34) a. Eleverne skal have laest stoffet far  eksamen
The-pupils may..s have,r read,..r, the-material before the-exam
The-pupils must.s have,r read,..r, the-material before the-exam

b. Eleverne ma gerne have laest stoffet (root)
The-pupils are allowed to.s preferably,q, have, read,..r, the-material
Eleverne ma vel have laest stoffet (epistemic)

The-pupils may;.s possibly, have,s read,.., the-material
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For the effect of the passive forms on the interpretation are rely on several in-
vestigations, among them Engdahl (1999). They all agredheridilowing systematic
interaction: whenever a modal takes a passive complememthieblive-passive permits
only the epistemic reading of the modal and $heassive only the root reading. Some
examples of modals with passive complements are given n (35

(35) a. Kagen kan blive spist
The-cake may.s be,r eaten sy

b. Kagen kan  spises
The-cake capes be-eaten;
‘The cake is edible’

c. Kagen skal blive spist
The-cake Will,s benr eaten,s,

d. Kagen skal spises
The-cake has tg.s be-eatep,

e. Kagen vil  blive spist
The-cake will;; be,¢ eaten sy

f. Kagen il spises (forces a non-sensical reading)
The-cake wants [9.s be-eatep,

g. Kagen ma blive spist
The-cake May.s benr eaten gy

h. Kagen ma  spises
The-cake capes be-eaten;

However, the picture turns out to be somewhat more complicdtiote that the
generalization about the passive form and the interpogtadf the modals interacts with
Dyvik’s principle (30iii). According to principle (30iii)a perfect participle of a modal
only permits the root reading, so we would predict that agmrparticiple of a modal
verb does not allow a complement wittbhve-passive, since hlive-passive forces an
epistemic reading. Corpus searches show that this prexlittiborne out for the verbs
skulleandmatte, but not for the verlikunne Actually there are several instanceskafine
combining with ablive-passive’

(36) a. Adskillige patienter har kunnet blive  opereret
Several patients have could become operated
‘It has been possible to operate several patients’

6 We have used the following corpora: korpus208@iv.DsL.DK) and Danish web-pages searched through
GOOGLE.
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b. ... der ikke har kunnet blive omskolet
...who not have had the possibility to be retrained
‘... whom it has not been possible to retrain’

c. Alle har kunnet blive ansat
Everyone has had the possibility to be employed
‘It has been possible to employ everyone’

Interestingly, the examples cannot be interpreted asespistmodality. The com-
bination with ablive-passive rather seems to favour a deontic interpretatidriiewhe
combination with ars-passive a dynamic interpretation, cf. (37).

(37) Patienten har kunnet opereres
The-patient has been able to be-operated
‘The patient could be cured by means of operation’

The question is, however, whether thisonticreading of the moddtunneis indeed
associated with a thematic subject. In some respects thideeading seems to pattern
with the epistemic reading, in others it seems to patterh thi¢ root reading. Dyvik's
analysis is motivated by the fact that epistemic modalsvalto expletive subjects:

(38) Der kan komme nogen
There can come somebody
‘Somebody may come’

This argument is, however, weakened by the fact that demnépretations are also
available in contexts with expletive subjects, cf. exan(@@) below and the possible
readings in (40).

(39) Der skal komme nogen
There shall come somebody

(40) a. Somebody is said to come (epistemic)
b. Somebody has to come (deontic)

Thus, the possibility of expletive subjects seems not todstricted to epistemic
contexts.

An argument in favour of treating the deontic reading as dingginvolving a two-
place predicate is that the deontic reading allows for gaes®es containing for-PP.
For (41) below, which is ambiguous between a deontic and ardismreading

(41) John kan tale tysk
John can speak German

the possible paraphrases are shown in (42).
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(42) a. Johnis able to speak German (dynamic)
b. John is allowed to speak German (deontic)
It is allowed for John to speak German

These paraphrases suggest that the deontic reading pat#tighrthe dynamic read-
ing and provide an argument in favour of treating both asamsts of theoot modality.
However, the different readings only have to be resolvednwgnecombines with
passive complements (cf. (36) and (37)).

These considerations boil down to a number of morphosyintaohstraints on the
interpretation of modals. Only finite forms, i.e., presentl past tense forms, exhibit
the systematic ambiguity between an epistemic and a roetpirgtation, while nonfi-
nite forms, i.e., infinitives and perfect participles, ajwehave solely the root reading
(comprising both the dynamic and the deontic reading). [dege if we ignorekunne
for the moment themlive-passive complements exclude the root interpretationsand
passive complements the epistemic reading. These factas#y be taken into account
by simply assuming for the finite and the nonfinite forms défe lexical specifications,
like, for example, the ones for the present tense and pepfaticiple forms ofmatte
in (43a,b).
(43)a.ma Vv

(7 TENSE) = PRES

(T VFORM FORM) = FIN

{ (1 PRED) = MATTE((T xcomp))( suBJ)’
(7 suBJ) = (] XCOMP SUBJ)
(T VFORM TYPE MOD) = EPIST
(1 xcomp PAss) # MORPH

|(T PRED) = MATTE((T SUBJ)(] xCcoMmP))’
(7 suBJ) = (] XCOMP SUBJ)
(T VFORM TYPE MOD) = ROOT
(T XCOMP PASS) # PERIPH }

b. mattet V (1 PrED) = MATTE((] SUBJ)(T XCOMP))’

(

(7 suBJ) = (] XCOMP SUBJ)

(T VFORM TYPE MOD) = ROOT
(T VFORM FORM) = PERFP

(T VFORM AUX—SEL) = HAVE
(1 XCOMP PASS) # PERIPH

We thus follow Dyvik (1999) in assuming that the predicatéthe epistemic read-
ings subcategorize for a nonthematic subject, while thé meadings have a thematic
one. For constraining the interaction between the intégiom of modals and the possi-
ble passive forms we use simple inequalities.

For the root readings of the modal vedbnne we observed thdilive-passive com-
plements force the deontic interpretation a&ghssive complements the dynamic read-
ing. We thus arrive at the following lexical encoding for thedal verbkunne We
consider first the entries for the finite forms illustratedthg present tense forkan
in (44).
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(44) kan V(] TENSE) = PRES
(1 VFORM FORM) = FIN
{ (1 PRED) = 'KUNNE{(T xcomP))(] suBJ)’
(1 suBJ) = (1 XCOMP SUBJ)
(T VFORM TYPE MOD) = EPIST
(T XCOMP PASS) # MORPH
|(T PRED) = 'KUNNE((T suBJ)(] xcomp))’
(1 suBJ) = (1 XCOMP SUBJ)
(T VFORM TYPE MOD) = ROOT
{ (1 MODVALUE) = DYNAMIC
(1 XCOMP PASS) # PERIPH
|(T MODVALUE) = DEONTIC
(

1 XCOMP PASS) # MORPH } }

The lexical entry shows that the finite folkanallows for both an epistemic reading
and a root reading where the root reading is ambiguous batavdeontic and a dynamic
interpretation. If the complement contains a periphragtissive we get an ambiguity
between an epistemic and a deontic reading, and if the congpieis a synthetic passive
we get a dynamic reading.

The lexical entry for the perfect participle in (45) is siarilbut lacks the epistemic
reading in accordance with Dyvik’s principles.

(45) kunnet V(T VFORM FORM) = PERFP
(1 VFORM AUX—SEL) = HAVE
(T PRED) = 'KUNNE{(1 sUBJ)(T xcomp))’
(7 suBJ) = (] XCOMP SUBJ)
(1 VFORM TYPE MOD) = ROOT
{ (1 MODVALUE) = DYNAMIC
(T XCOMP PASS) # PERIPH
|(T MODVALUE) = DEONTIC
(T XCOMP PASS) 7# MORPH }

Compared to Dyvik's analysis, we thus explicitly assume @ntie and a dynamic read-
ing of the root modakunne since these readings are systematically distinguishezhwh
kunnecombines with a passive complement.

Finally, we have to consider the epistemic readings of thefforms ofville. Since
they have degenerated to tense markers, their entriesigindysdifferent. In (46) we
show the one fowil where the future tense markers substitute the epistemitingaf
the entire modals.

(46) vil VvV { (] VFORM TYPE AUX) = TENSE
(1 VFORM FORM) = FIN
(7 DEP VFORM FORM) =, INF
(1 PASS) # MORPH
{ (1 TENSE) = FUT
(7 DEP VFORM TYPE AUX) # PERF
|(T TENSE) = FUTPERF
(7 DEP VFORM TYPE AUX) = PERF }
|(1 PRED) = VILLE{(] SUBJ)(] XcoMP))’
(7 TENSE) = PRES
(7 suBJ) = (] XCOMP SUBJ)
(T VFORM TYPE MOD) = ROOT
(7 VFORM FORM) = FIN
(T XCOMP PASS) # PERIPH }
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PRED JOHN'

SUBJ i
NUM )
SUBJ

. opy | PRED PrO’
cP XCOMP ’ NUM SG
_— o
DP Fo PRED 'G@RE((T suBJy)(T 0BJ))’
| — T PRED KUNNE (1 SUBJ)(T Xcomp))’
N V IP TENSE CONDPERF
| ‘|’ MODVALUE {DEONTIC|DYNAMIC}
John ville - -
\ - -
V‘P SUBJ [prED ,.IOH]\',:|
A NUM  sG
VP L
o - -
V] VP SUBJ
I T SUBJ
have ‘V YP o 0B |:PR,ED /PR,O/:|
XCOMP :
NUM SG
kunnet \Y XCOMP : . ,
o T PRED 'G@RE((T suBJ)(T 0BJ))
Vv DP
| | PRED 'KUNNE((T suBJ)(T xcomp))’
gere N ASPECT  PERFECTIVE
| MODVALUE {DEONTIC|DYNAMIC}
det

PRED  VILLE ((1 suBJ)(T xcomp))’
TENSE ~ PAST

Figure 7
The c- and f-structures of sentence (47).

According to our analysis we then get, for example, for theesgce (33d), repeated
here in (47),

(47) John ville have kunnet gore det
John couldynaperr have,s possiblyer, doyr it
John couldonapers have,s been able tg..q, do,s it
John wanted tg.; have,; the possibility tQ. ¢, do,s it
John wanted tg,; have,; been able tg.., do,s it

altogether four readings. The c-structure and the correipg f-structures are depicted
in Figure 7.

6 Conclusion

We have presented an analysis of the Danish verb complepiinties the desired flat
f-structures for auxiliary constructions. Since our riefitn-based approach permits us
to state and derive the hierarchically organized morphtasyic well-formedness con-
ditions similarly easy as in the formally quite elegant irgsapproach, it avoids the
space-consuming lexical simulation of the sequenced glioje architecture proposed
by Frank and Zaenen (2002). Moreover, since our approactaigseonly on the func-
tional level of representation, the intermodular problerhthe parallel projection archi-
tecture detected by Frank and Zaenen (2002) cannot occur.

But, apart from these rather technical issues, both piojeetpproaches seem also
to be confronted with a more serious conceptual problemitregurom LFG’s fun-
damental assumptions on the modular architecture of tHerelift kinds of linguistic
information.

LFG assigns to a sentence a c-structure representing tleeedrérrangement of
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words and phrases in the sentence and an f-structure rapingsiés underlying predicate-
argument structure. F-structures that are related to #trictures byp-correspondences
abstract from the superficial arrangement of words and phrasd are thus assumed to
be nearly invariant across languages. Since strings asrdeg to be (syntactically)
well-formed, if they have valid c-structures that get assit)(well-formed) f-structures,
grammaticality is entirely determined on the phrasal amttional level of representa-
tion. Structures on other (typically more abstract) lewfisepresentation (e.g., semantic
and thematic structures) are then related to the c- or &stre by multiple correspon-
dences.

According to this rough sketch of LFG’s modular specificati@f different kinds of
linguistic information, one would expect the m-structuraliffer from the f-structure in
at least two respects. For the sequenced architecture arld expect the m-structure to
be somewhat more abstract than the f-structure, sincetibjegied from the f-structure
and thus assumed to abstract from some aspects of the unggrtedicate-argument re-
lationships while illuminating other linguistically intesting aspects closer to the mean-
ing representation. With the m-structure located on routid same rather than a higher
level of abstraction this applies slightly weakened alsinvéoparallel architecture. More-
over, since grammaticality is supposed to be determineslysoh the phrasal and func-
tional level of representation, the m-description is expedo be a (syntactically) con-
servative extension of the f-description. In other thantagtic respects, the extension
might, of course, be creative, as, for example, an additisemantic projection that
might filter out some of the syntactically well-formed sgifor purely semantic rea-
sons.

Already the arguments of the authors, then, suffice to saefdhdoth projection
approaches exactly the opposite seems to hold. (This fateilynprotects our argumen-
tation from entering a complicated and difficult discussamthe explication of the
linguistic notion of abstractness.) The f-structure is athbcases more abstract than the
m-structure, since it abstracts—as intended by the authivosn the hierarchically or-
ganized morphological dependencies encoded in the mtsteud he extensions are in
both cases also not syntactically conservative. The whalpgse of the:-projection is
to test the hierarchically organized morphosyntactic sMainedness conditions and to
filter out those strings as syntactically ill-formed whiciolate them. Other than syn-
tactic reasons to mark strings as ill-formed have to be rolgt since strings that get
assigned valid c-structures are morphologically welivfed.

Within LFG’s multiple projection architecture, bojkprojections can thus not se-
riously be considered as representing linguistically watéid, independent and hence
legitimate levels of representation. The projections atiear misused to carry out some
simple computations which are necessary to determine gedicetity, but not worth or
desired to appear in the f-structure.

The restriction approach on the other hand gets along witstqaulating these note
sheets to represent linguistically interesting and illnating structures. And it makes
it possible to carry out those computations when the f-tirecof the entire sentence
is computed from the f-structures of its constituents. Heriiccomputes the morpho-
logical dependencies before the sentence gets assignkdtiteture. The restriction
approach thus retains morphosyntactic dependencies—tadlyuassumed—on a less
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abstract level of representation and permits grammaijeats in usual LFG—to be
determined on the phrasal and functional level of represient

A final note about the basic formal properties of the appreackor traditional LFG
grammars (satisfying the Nonbranching Dominance Comitibe parsing problem is
decidable, since a grammar can assign to a string only a finiteber of valid deriva-
tions which guarantees the composition of the (decidalwajext-free parsing and the
(decidable) constraint satisfaction problem to be finitedynded by the sentence length.
Because of the decidability of the satisfiability problemdescriptions containing pro-
jection and/or restriction constraints, decidability loé tparsing problem follows for all
these extensions too.

With respect to generation, however, the matter is differféfe have seen that the
restriction operator permits it to remove information whbis information is assumed
to be irrelevant for the f-structures finally assigned todbertences. Thereby, it produces
floating structures that are not considered to be part of¢heahf-structures. Since the
inputs to the generator do not include the floating strustpreduced by restriction, gen-
eration is here affected by the same problems as they arigjiection architectures.
These assume only the f-structures, but not the completedfnastructure configura-
tions derived by the grammar to be given to the generator apdrdi thus also on the
assumption that the inputs to the generator are underskcifi

Unfortunately, the problem of whether or not there are aripgt associated with
an underspecified input structure had been shown to be waigeiin general (see, for
example, Wedekind 1999). Since there is in general no straictelation between the
(underspecified) inputs and the fully specified structuitets, in principle possible to
restrict/project off structures whose size is not boundgdhe size of the actual input
f-structures. And this permits the computation of some megal undecidable problems
to be encoded in the structures restricted/projected eff-8tructures.

However, for auxiliary constructions we have seen that gptdof the requiredep
embeddings is always finitely bounded (up to three or foysedding on the language),
so that at least for grammars analyzing those particulastoactions by restriction or
projection decidability of the generation problem can bt established.
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